











































































































FelizBorgerLinear Algebra
Week 10

Last time we saw

avg.fi lAx
b

FI ae t tions

EF ii race.ca

b Ax is orthogonal to the column space of A
is in the null space of A

the solution does not always exist
see exercise 7.2 from

Let AERMY rank A n CAT ATA we conoes
follow that ATAX Atb

ATA e R rank ATA n alwayshas a solution

Hence ATA is invertible This allows us to write

ATA ATB
ATA ATB

AX ALATA ATB
Ax is the orthogonal projection of b onto CA
The projection matrix to project onto CA is given by
P A ATA AT
Applying this formula for A aelR a 0 gives us

Pb proj.pk aCata atb ffa ab














































































































Alternatively we could derive this similarly to how
we derived the normal equations

b p a

Poye b p at b p 0

b atb atp
a at b at a

ax a

Recommendation Compare this to the geometricdefinitionof
the dot product from week two














































































































Orthonormality
We call a set of vectors an an orthonormal if
each vector in the set has length one and is orthogonal to
all others in the set We can express this as

979 If Si

1 Can you give an example of such a set

2 Is any such set linearly independent

1 Anexample of such a set is the canonical basis of IR
good baseline for finding counter
examples

2 Yes If a 0 for all ie 1 in no vectors in the set

are zero and 9iTQj o if i j vectors are

pairwise orthogonal

why are ortho normal vectors useful

They make projections
easier see section on QR

they ftp.fhfyignsweus
to this decomposition

Exercise If q and an are orthonormal vectors in

125 what combination an Baz is closest to

a given vector b

Solution the projection of b onto span Q1 Q2

Q b B oz b














































































































We call Q EIR orthogonal Important Q has to
be a

square matrix
and have

if QQ I orthonormal columns
0 40 2

ms are

properties QÉmns and rows of Q form
orthonormal bases of IR

3 they preserve lengths 110 11 11 11

1 QTQ I for QER implies Q QT cf exercise 5

2 QTQ ij at qj Sij where 9 for
Akien is a columnofQ

Hence the columns of Q are orthonormal perdefinition of
an orthonormal set We can apply the same argumentwith

Q QT and the vows of Q There is no proof
stated here

but orthonormalsets are always linearly
independent

pairwiseorthogonality is not enough to
follow this all

vectors have to be non zero too n linearly independent
vectors in IR form a basis

3 110 11 QxQI FTQx xTQTQT Fx
11 11

What kinds of linear transformations do
orthogonalmatrices correspond to

Rotations reflections

with the length preserving property 110 11 11 11
these two are the only options














































































































Given are orthogonalmatrices A Be R
Exercise

which of the following istrue

AT is orthogonal Proof
ATATT ATA I

b At B is orthogonal counterexample 89 8
c ATAT isorthogonal counterexample 8 9 8
AB is orthogonal
Proof AB AB

1
AB B IT AT
ABT BAT AAT I





































































https://www.desmos.com/3d/ac00d3e14b










































The Gram Schmidt Algorithm

input an an linearly independent

output on an orthonormal

span un we span an an for all 1 Ken

for k 2 in 8 8 7

In an Eisar u ui

we Trojection of an onto
span un UK n

Dead Remember it in terms of this

Exercise Applythe Gram Schmidtalgorithm

L Let a I r

Section un

Tear car vis un
2 us

is a Cas v2 ve ca unsun 6 4 f
3 1 A














































































































Assumptions
AER A Q R decomposition
rank A n

mk Inxn

i.EE E iatiieQIbianguearcnFEd orthogona
i ajs in

Gram Schmidt

what is this good for
Like LV decomposition for least squares

ATAX ATB
QR TQRX QR Tb A QR

RTQTQRX RTQTb CAB BTAT
RTRX RTQTb QTQ I
Rx QTb multiplyingwith RT

from left
solve efficiently

via backwardsubstitution

Makes projections easier
projeca b A ATA ATB

QRCQRITQRTLQRITb.CA QR

QRCRTQTQRYRTQTb.CA B EBTAT
QR RTR RTQTb QTQ I
Q RR RT RT QTb CAB B A
QQTb














































































































Exercise Prove QX O 0 when Q has

orthogonal columns without saying the
word linear independence

Solutdoe we multiply with QT from the left
Q O QT Q QT O 0

0

Pseudo inverses
If there's no inverse

tan we find something as

close to it as possible At

Let AECR mn

left inverse if full column rank ATA I

At_ ATA AT 1

intertitlen n matrix if rank A n

right inverse if full vow rank AAT I

At AT AAT 2

invertiExmatrix if rank A m

General case rank A r

At Rt Ct
A CR CEIR Re Run

in.EE g.t'EEEEker

holds for any full rankdecomposition

































































































References:

Last years course

https://github.com/mitmath/1806








At Rtct
RT RRT CTC CT a 2 for GR

RT CTC RRT CT CAB B A

RT CTA RT CT A CR

Examples

An Az
A 8 8

We apply the formula At_RT CTA RT CT andget

At G 13 31 Art 12 8
At 6 4







