













































































































FelizBorgerLinear Algebra
Week 13

Quiz

FALSE def A def At def A de
diagonal

t.IE a

FALSE eigenestre ifeng.EEy ftp.edenfisenvaaes

A invertible 0 no eigenvalue ofA
multiplicityof a'srootofdetCAXI olimNCA XI

FALSE a 8 8 1 44 1 1
FALSE det PA f p

we proof thetwo statementsseparately
1 IN 1 Qpreserveslengths
Qu Xu 11QUI 11H11 A 1141 I IV11 1 1 1
2 defQ 1
n olet I det QTQ olet QT def Q def Q

oletQ 1

in the case that Q is unitary we get
olet I det Q olet Q def Q detQT oletQ
lolet 12 bled Q 1 on unit circle in complexplane














































































































Change of basis

Considertwobases Be un un

Be on an
of IR theY p

Anyvector EIR can berepresented as infeaucombination ofvectorsin
Br or Bz The coefficientsof this linear combinationwritten as a
vectorres coordinaterectorof regardingBe or B2 B orXp
A change of basismatrix allows us to switch between
coordinate representations regarding differentbases

I 1
is the change of basismatrix

T 1Bn 6 B from B1 to B2
I
ftp.qkes

a vectorin B representation to

this name isusuallyused T transforms space in Br to
space in Bz

I 1 is the change of basismatrix

BB C B files B representation to
1 Bz

T B

B Be
X XBz














































































































Example Br Bz I
The changeof basismatrix from Be to Be is

if b 1 1 8 8
and takes a vector in coordinaterepresentationregarding B2 to
coordinaterepresentation regarding By

The changeof basismatrix from B to B is

II 1 1 7 8 48
and takes a vector in coordinaterepresentationregarding Bn to
coordinaterepresentation regarding Bz

Composition ofchange of basis matrices
Let T be the change of basis matrix fromBo to Br

T from Bo to Bz

Titz is the change of basis matrix from Bn to Bz
takesvectorfrom B to Bo

vect8ʰ Bo toBn representation
we can use this to constructrepresentationmatricesregarding
base of our choice Assume A is the matrix of a linearmap in
regard to the basis Bo e g standard basis
Then Ti Atz corresponds to the same linear mapregarding
bases Bn Bz taking of input a vector in Bz and giving oneback
in coordinaterepresentation regardingBn














































































































Exercise consider the linear map L
1R R defined by

L X y Z 3x 4y 27 ytz
t

1 Find the representation matrix e IR of L regardingthe
canonical basis 8 of IR input output in thisbasis

Transform basis vectors
1,0105 3 0 7 T 011 0 E 4 0 1

L 0 0 7 E 0 2 1 t

A icepick4g's

2 consider the two bases
Bn 132 4 77,18

Find the change of basis matrices

from the standard basis to Bn
Th fromexample

from the standardbasis to B2
and then from B to Be givenby Titz

Finally find the representationmatrix of L
in regard to basesBnB

that takes as input a vector in Bz representation and output a
vector in coordinatesregardingBn

17 8 8
Tz E

IT A Tz is the representationmatrix of L in regard to basesBnBz














































































































Similar matrices eigendecomposition
A B E IR are called similar if B 5 A s for someinvertible

matrix SECR
A and B are the same linear map under different bases
S and s are the respective change of basismatrices

some properties

Similar matrices have the same followsfrom 1
1 characteristic polynomial
2 eigenvalueswith same

algebraicandgeometricmultiplicity
3 rank multiplyingwith fullrankmatrixdoesn'tchangerank

mind.it in

The similar relation is an equivalence relation
in particular transitive see ex 12.2

A matrix AEIR is diagonalizable if it is similar to a
diagonal matrix A A for somediagonalmatrix
EIR We give this detomposition a special name

eigenvaluedecomposition














































































































Eigenvalue decomposition

A V AV
eigenvectors eigenvalues ondiagonal
as columns other entries zero

Note
The matrix V has to be the left matrix

The followingstatements are equivalent AER
A is diagonalizable
An eigenvalue decomposition of A exists
There exists a basis ofeigenvectors of A of IR
There exist n linearly independent eigenvectors of AForeveryeigenvalue the geometricand algebraic
multiplicities are the same

Claim
For any eigenvalue I geometricmultiplicity algebraicmultiplicity

fffte.hn Is Hffieemfjpfjff.fi
to Weextendthesevectors to a basis and get an invertiblematrixV

ofunfi
eigenvectorsThruectors

I
Av A Ad

Ages Af














































































































We leftmultiplywithV V V I ai ei

1
war Hun unity f

B

A and V AV are similar and thus have the same characteristicpolynomial

det A XI det r Ar XI det I

det 4Iran det C Inxa t 1 def C Ix
The algebraicmultiplicityof is at least k dimNCA X'I
hegeometricmultiplicityofX

Example which of the followingmatrices is diagonalizable

A E 13 8 0
I notdiagonalizab

diagonal matrix it detCB XI analogousargument

always diagonalizable
B

In this case the eigenvalue I IT fi thI ebraic
are 1 and2 mult 2 However B has work 1

N B dimension1 meaning
the geometricmuls of0 is 1 2

B is not diagonalizable

Unfortunately not every matrix is diagonalizable as we see

towever for symmetric matrices the spectraltheoremapplies














































































































The Spectral Theorem

Let AEIR be symmetric AT A
A has a real eigenvalues
There exists an orthonormalbasisofIR ofeigenvectorsofA
A has an eigendecomposition A VAUT where V
is orthogonal and U's columnsform an orthonormal basis
ofRn

Exercise 11.1 b

Find the representation matrix B of the reflectionthroughthe
plane given by P E EIR 3 4y 0

The main idea here is that we can decompose 1R into
P Pt R where P span n where n is a normal vector
on P length one and orthogonal to all vectorsin P
Projecting a vectors onto span n gives us only the part of
thats orthogonalto P Subtracting thisprojection once from
eliminates this orthogonalpartcompletely subtracting it twice
flips thesign of the orthogonal part We can express thisas
follows I X

1
parallelto p orthogonal to p

The projection matrix onto span n is ff nnt
nnTx x X ZnnTx I 2nnT X

FishematrixB
such a matrix is called householder matrix and can be used
to compute the QR decomposition you will see this in NumCS














































































































Alternatively we can see this as a change of basis problem
we seek to find a basisBwhere reflecting along P is a verysimpe
operation changing the sign of one componentof B
To achieve this we want one basis vector to be a normal
vector of P and the other two to span the plane p

Asuitable basis is B 45 4 5

spolnsPt Spx
we can find it ly e g rotating the firstvector appropriately or
sketching P
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we compute the following change of basis matrices

from the standard basis to B

t.FI
from B to the standard basis

FEE I
and the reflection matrix in regard to the basis B

A F

Piecing this together results in

B AT
I takesvectorin standardbasistoB

backs L c reflects vector in basisB


